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of the Rényi Entropy 11

Vladimir Jaćimović
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Macroscopic Dynamics in Heterogeneous
Assemblies of Excitable And Oscillatory Units 15

Bratislav Marinković
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Machine vs Rule-based Learning in Physics:
Possibilities and Advantages 29



Micha l Bejger
Applications of Machine Learning in
Gravitational-wave Astrophysics 31
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Classification of Generalized Entropies and Applications
to Complex Systems

Jan Korbel1,2,3

1
Section for Science of Complex Systems, Medical University of Vienna, Spitalgasse 23, 1090 Vienna, Austria

2
Complexity Science Hub Vienna, Josefstädter Strasse 39, 1080 Vienna, Austria

3
Faculty of Nuclear Sciences and Physical Engineering, Czech Technical University in Prague, Břehová 7, 115 19, Prague, Czech Republic

E-mail:
1
jan.korbel@meduniwien.ac.at

Keywords
generalized entropies; Shannon-Khinchin axioms;
Shore-Johnson axioms; maximum entropy principle;
scaling expansion

Summary
In this talk, we discuss the concept of entropy and its
applications in complex systems. Entropy is a very fa-
mous concept in thermodynamics, statistics and infor-
mation theory. However, it turns out that the original
definition due to Shannon might not be accurate for
strongly-correlated systems, for systems with emerging
structures, or path-dependent processes. For this end,
many generalizations of Shannon entropy naturally ap-

peared. In order to understand the meaning of each en-
tropic functional, we discuss several possible classifica-
tion schemes and point out connections between them.
We mention classification based on asymptotic scaling,
information-theoretic axiomatics and statistical consis-
tency requirements.

References
[1] P. Jizba, J. Korbel, Phys. Rev. Lett. 122 (2019), 120601.

[2] P. Jizba, J. Korbel, arXiv:1909.12677.

[3] J. Korbel, R. Hanel, S. Thurner, New J. Phys. 20 (2018),
093007.

[4] V. M. Ilic, M. S. Stankovic, Physica A 411 (2014), 138.

[5] P. Tempesta, Proc. Royal Soc. A 472 (2016), 20160143.
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On the symmetrized S-divergence

Slavko Simić1

1
Mathematical Institute of the Serbian Academy of Sciences and Arts, Kneza Mihaila 36, Belgrade, Serbia

E-mail:
1
ssimic@turing.mi.sanu.ac.rs

Keywords
relative divergence of type s; monotonicity; log-convexity

Summary
In this paper we give a study of the symmetrized diver-
gences Us(p, q) = Ks(p||q) + Ks(q||p) and Vs(p, q) =
Ks(p||q)Ks(q||p), where Ks is the relative divergence of
type s, s ∈ R, defined as

Ks(p||q) :=


(
∑
psi q

1−s
i − 1)/s(s− 1) , s ∈ R \ {0, 1};

K(q||p) , s = 0;

K(p||q) , s = 1,

where {pi}n1 , {qi}n1 are given probability distributions and
K(p||q) is Kullback-Leibler divergence. It includes the
Hellinger and χ2 distances as particular cases.
Some basic properties as symmetry, monotonicity and
log-convexity are established. An important result from
the Convexity Theory is also proved i.e.,
If f is a convex function defined on I := [a, b] and

F (x, y) := f(x) + f(y)− 2f(
x+ y

2
),

then
max
x,y∈I

F (x, y) = F (a, b).

References
[1] I. Csiszár, Information-type measures of difference of

probability functions and indirect observations, Studia Sci.
Math. Hungar. 2 (1967), 299–318.

[2] G. H. Hardy, J. E. Littlewood, G. Polya, Inequalities, Cam-
bridge University Press, Cambridge, 1978.

[3] H. Jeffreys, An invariant form for the prior probability in
estimation problems, Proc. Roy. Soc. Lon., Ser. A, 186
(1946), 453–461.

[4] S. Kullback, R. A. Leibler, On information and sufficiency,
Ann. Math. Stat. 22(1) (1951), 79–86.

[5] S.Kullback, Information Theory and Statistics, John Willey
& Sons, New York, 1959.

[6] S.Simic, On logarithmic convexity for differences of power
means, J. Inequal. Appl. Article ID 37359 (2007), 8 p.

[7] S.Simic, On a new moment inequality, Statist. Probab.
Lett. 78(16) (2008), 2671–2678.

[8] I. J. Taneja, New developments in generalized information
measures, Advances in Imaging and Electron Physics, 91
(1995), 37–135.

[9] I. Vajda, Theory of Statistical Inference and Information,
Kluwer Academic Press, London, 1989.
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Rényi entropy transfer in deterministic chaotic system

Zlata Tabachová1 and Petr Jizba2

1,2
Czech Technical University, Faculty of Nuclear Sciences and Physical Engineering

Prague, Czech Republic

E-mail:
1
tabaczla@fjfi.cvut.cz

Keywords
complex systems; transfer entropy; Rényi α-entropy; in-
formation flows; causality

Summary
Complex dynamical system is a system composed
of several subsystems (with given properties) interact-
ing between each other and surrounding environment.
These interactions brings to the whole system new prop-
erties, absent in composing parts.Locating and identify-
ing information flows within a dynamical complex sys-
tems is fundamental for understanding its causal struc-
ture.
In recent years the Shannon transfer entropy, introduced
in [5], has been actively used as the directional measure
of information flows between stochastic processes. In [1]
it was then generalized in terms of information measures
called the Rényi α-entropies and used to detect informa-
tion flows between financial data [2, 3] for specific value
of α.
In our research we focus on studying the whole spec-
trum of transfer α-entropies. Especially, we concentrate
on transfer entropies for α < 1 since they measure the
information flows caused only by marginal events.
We can characterize Rényi transfer α-entropies with the
following assumptions:

• Transfer entropies generalize the usual linear
causality tests (e.g., Granger causality) to non-
linear dynamics, in order to explain internal dynam-
ics and information transfer in complex systems
with extreme events.

• The generalization represented by the Rényi family
of entropies provide a beautiful inside look to the
geometrical properties of the conditional distribu-
tions. Rényi TE can be used for studying mutual in-

fluences between time-series in various dissimilar
fields, ranging from neuroscience to financial mar-
kets.

• RTE is able to detect simple linear and non-linear
correlations between stochastic processes.

We illustrate the utility of Rényi α transfer entropies in an-
alyzing causality within subsystems of the Lorenz system
and also between two coupled Lorenz systems. Shan-
non TE also known as Conditional Mutual Information be-
tween chaotic deterministic systems was studied in [4].
The Lorenz system is a system of ordinary differential
equations with chaotic solutions. Even though the next
step (solution) of the system is uniquely defined by the
current one, the long term predictions are not possible.
The latter is a consequence of the sensitivity on the ini-
tial conditions.
Nevertheless we show that the RTE can detect struc-
tured information flows within the subsystems of the the
Lorenz system.

References
[1] P. Jizba, H. Kleinert, M. Shefaat, Renyi’s information trans-

fer between financial time series, Physica A 391 (2012),
2971–2989.

[2] J. Korbel, X. Jiang, B. Zheng Transfer entropy between
communities in complex networks, arXiv:1706.05543
(2017)

[3] R.Marschinski, H. Kantz, Analysing the Information Flow
Between Financial Time Series, Eur. Phys. J. B 30 (2002),
275–281

[4] M. Palus̀ and col., Causality, dynamical systems
and the arrow of time, Chaos Journal 8(7) (2018),
https://doi.org/10.1063/1.5019944

[5] T. Schreiber, Measuring Information Transfer, Phys. Rev.
Lett. 85 (2000), 461.
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Martingale Theory of Stochastic Thermodynamics

Édgar Roldán1

1
ICTP - The Abdus Salam International Centre for Theoretical Physics, Italy

E-mail:
1
edgar@ictp.it

Keywords
stochastic thermodynamics; nonequilibrium physics;
martingales; heat engines; biophysics

Summary
Stochastic thermodynamics is an emerging field that
describes the fluctuating nature of particle and energy
fluxes at mesoscopic scales. Fluctuation theorems de-
rived over the last two decades have unveiled univer-
sal properties of the finite-time distributions of entropy
production, work and heat at the mesoscale. These
results have inspired novel nanotechnological applica-
tions in single-molecule biophysics, colloidal systems,
etc. However little is known yet about further statisti-
cal properties in stochastic thermodynamics, e.g. what
are the extreme-value and first-passage-time statistics of
fluctuating energy and entropy fluxes?
We derive equalities and inequalities for the extreme-
value, stopping-time and passage statistics of the fluctu-
ating entropy production and the housekeeping heat for

classical and quantum mesoscopic systems driven away
from equilibrium. These results are derived using mar-
tingale theory, a mathematical framework widely used in
gambling and finance. In this talk, I will discuss recent
work within the framework of the ”martingale theory” for
stochastic thermodynamics of classical systems, both in
the theoretical and experimental context. Furthermore, I
will briefly discuss applications of this refreshing frame-
work to extreme-value statistics of molecular motors.

References
[1] I. Neri, E. Roldán, F. Jülicher, Physical Review X 7 (2017),

011019.

[2] S. Pigolotti, I. Neri, E. Roldán, F. Jülicher, Physical Review
Letters 119 (2017), 140604.

[3] S. Singh et al, Physical Review B 99 (2019), 115422.

[4] R. Chétrite, S. Gupta, I. Neri, E. Roldán, EPL 124 (2018),
60006.

[5] I. Neri, E. Roldán, S. Pigolotti, F. Jülicher,
arXiv:1903.08115 (2019).
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Quantum Martingale Theory and Entropy Production

Gonzalo Manzano 1,2, Rosario Fazio1, É. Roldán1

1
International Centre for Theoretical Physics ICTP, Strada Costiera 11, I-34151 Trieste, Italy

2
Scuola Normale Superiore, Piazza dei Cavalieri 7, I-56126 Pisa, Italy

E-mail:
1
gmanzano@ictp.it

Keywords
quantum thermodynamics; entropy production; martin-
gales; quantum trajectories; non-equilibrium thermody-
namics

Summary
Thermodynamics can be extended far beyond macro-
scopic systems composed by a large number of classical
or quantum particles. For example, when reducing the
size of the systems under consideration, fluctuations be-
comes dominant. In such situations, the system may be
easily driven out of equilibrium and the laws of thermo-
dynamics are blurred, since they are only expected to be
fulfilled on average. Nevertheless, studying the statistics
of fluctuations has revealed a deeper structure of ther-
modynamics in the form of equalities for the fluctuating
versions of work, heat or entropy, the so-called fluctua-
tion theorems [1].
Fluctuation theorems have been developed for small
quantum systems, mostly in the case of ideal thermal
equilibrium environments. Going beyond this assump-
tion has attracted increasing attention in the last decade,
both because of the effective finite-size of real thermal
reservoirs in practical applications, and the possibility of
engineering non-thermal reservoirs with quantum prop-
erties in the lab [2, 3].
This extension can be carried out within the formalism
of quantum jump trajectories, which describes the evolu-
tion of an open quantum system conditioned on environ-
mental monitoring. In such case, entropy production can
be meaningfully defined along single trajectories in the

Hilbert space, and fluctuation theorems be derived [4].
Furthermore, the present formalism allows the study of
martingale theory for entropy production in nonequilib-
rium steady states in the quantum realm [5]. We find that,
even if quantum fluctuations spoil the classical theory in
its original form, an extension can be deveoped, leading
to several new results spotting the role of coherence in
thermodynamics. In particular, we identify a decomposi-
tion of entropy production into an exponential martingale
and a purely quantum term, both obeying integral fluc-
tuation theorems. Moreover we derive a set of genuine
universal results for stopping-time and infimum statistics
of stochastic entropy production. We complement the
general formalism with numerical simulations of a qubit
system.

References
[1] C. Jarzynski, Equalities and Inequalities: Irreversibility and

the Second Law of Thermodynamics at the Nanoscale,
Annual Review of Condensed Matter Physics 2 (2010),
329–351.

[2] J. Goold et al., The role of quantum information
inthermodynamics–a topical review, J. Phys. A:Math.
Theor. 49 (2016), 143001.

[3] S. Vinjanampathy, J, Anders, Quantum Thermodynamics,
Contemporary Physics 57 (2016), 545–579.

[4] G. Manzano, J. M. Horowitz, J. M. R. Parrondo, Quantum
Fluctuation Theorems: Adiabatic and Non-adiabatic en-
tropy production, Phys. Rev. X 8 (2018), 031037.

[5] G. Manzano, R. Fazio, É. Roldán, Quantum Martingale
Theory and Entropy Production, Phys. Rev. Lett. 122
(2019), 220602.
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On the stability of the quantum Brownian rotator
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1
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Keywords
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Summary
The standard quantum mechanical theory is insensitive
to the number of particles. Therefore description of the
quantum many-particle systems remains an open issue
in the foundations of the theory. To this end, additional
complications come from the fact that the realistic sys-
tems are with the definite geometrical size and shape
as well as exposed to the environmental influence. For
this reason, only the toy-models bearing high degree of
spatial symmetry for both the system as well as for its
environment are used.
The walk and progress in modern technology, such
as nanotechnology, demands theoretical elaboration of
the proper quantum models. In this regard, the large-
molecule (the natural as well as artificial) rotators repre-
sent one of the basic ’setups’ for the desired nano- and
quantum-technological procedures [1, 2, 3]. The theoret-
ical models are rather simplified, e.g. [4], and hardly of
any use for certain realistic physical situations. Never-
theless, to this end, an elaborate approach and the basic
results have recently been put forward [5, 6].
The propeller-shaped large-molecules rotators can be
modeled by a single (rotational) degree of freedom as a
rigid system that is open to the environmental influence
and can be modelled by the so-called Caldeira-Leggett
master equation [7]. The model argues for the linear de-
pendence of both the moment of inertia and the damping

factor on the number N of blades of the propeller [5, 6].
A number of interesting theoretical predictions regarding
stability of rotation are obtained exhibiting nontrivial (in-
cluding nonlinear) dependence on the N .
Interestingly, in effect, some kind of optimization, which is
characteristic for the macroscopic classical engineering,
is needed for the proper control of the molecular rotators
even for the one-dimensional model. The desired quan-
tum optimal-control methods are in infancy yet.

References
[1] R. A. L. Jones, Soft Machines. Nanotechnology and Life,

Oxford Univ. Press, Oxford, 2004.
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namical stability of the one-dimensional rigid Brownian ro-
tator: the role of the rotator’s spatial size and shape, J.
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Summary
In 1926, Einstein wrote to Born [1]: ’Quantum mechan-
ics commands much respect. But an inner voice tells me
that it is not Mr. Right. The theory delivers a lot, but it
hardly brings us closer to the mystery of the Old Man.
Anyway, I’m sure he does not play dice.’
This quote carries the very essence of the ’quantum puz-
zle(s)’ and provides an intimate link with the mathemati-
cal problem of interpretation of probability [2, 3, 4, 5]. In
the narrower physical context, this is a never-ending de-
bate about determinism versus randomness, which Ein-
stein (like most of the working physicists) could not eas-
ily adopt for the ’simple’ reason that ’pure randomness’
seems to be elusive [5]–the concept of probability ap-
pears to be vague in the context of the single physical
system. For this reason, it is widely believed that dynam-
ics of a quantum ensemble can be ’unraveled’, i.e. that
carries at least one dynamically well-defined ensemble
decomposition. More precisely, a (’mixed’) quantum en-
semble is imagined to consist of subensembles, each of
which is in a uniquely-defined (’pure’) quantum state that
dynamically evolves in time independently of the others.
Much of the interpretations of quantum theory adopt the
unraveling as assumed, if not explicitly introduced. Fur-
thermore, the ensemble unraveling as briefly described
above is essential also for some important quantum in-
formation processing [6]. However, quite recently, the ab-

sence of the ensemble unraveling has been put forward
for an important class of the quantum linear dynamical
processes (dynamical maps) [7].
For some typical quantum Markovian processes, it
proves that the ensemble unraveling is not possible. For-
mally, the mixed ensembles appear basically equal with
the ’pure’ ensembles–every single element of the mixed
ensemble is in the same mixed state for those quantum
dynamical processes. This, technically simple, observa-
tion [7] unexpectedly revives and directs the old debate
on whether or not ’the Old Man’ plays dice.
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Summary
Wavelet (in French ondolette) is a term originating from
Roger Balian, that was finally adopted by Jean Mor-
let [1, 2]. It implies a function generating base for de-
composition of the finite energy signals both in spatial
and in frequency domain concurrently. Given a wavelet
ψ, the base of L2(R) is generated through translations
and dilatations ψj,k(x) = ψ(2jx − k) whereby the inte-
gers j and k indicate spatial position and dyadic scale
of a basic element. Their emergence corresponds to the
base proposed by Alfréd Haar in the doctorial thesis un-
der Hibert‘s supervision (1909) and his paper published
in the Mathematische Annalen [3]. The Haar wavelet

ψ(x) =

{
1 0 < x < 1/2

−1 1/2 < x < 1
generates a complete or-

thonormal system of compact support which is not regu-
lar in terms of continuous differentiability [4]. Succeeding
precursors to wavelets include the Franklin orthonormal
system (1927), the Littlewood-Paley theory (1930), the
Calderon identity (1960), a modification of the Franklin
base given by Strömberg (1981), the Gabor atoms in sig-
nal processing (1946), subband coding (1975), pyramidal
algorithms (1982), zero-crossings (1982), spline approx-
imations, the Rokhlin multipole algorithms (1985), re-
finement schemes in computer graphics, coherent states
in quantum mechanics, and renormalization in quantum
field theory [2]. Construction of wavelets that have com-
pact support and arbitrary high regularity (1988) is ulti-
mately done by Ingrid Daubechies [5].
Independent of the other theories, Karl Gustafson et al.
developed a view in which wavelets are regarded to be
stochastic processes [6]. The context arose naturally
from the time operator formalism of statistical mechan-
ics. Gustafson and Misra looked at models for the decay

of quantum particles, having realised that regular station-
ary stochastic processes imply multiresolution property
which was an indication of the time operator [7].
The wavelet theory received a key impetus from interest
by mathematicians and physicists cooperating with geol-
ogists from the oil companies. In particular, the wavelet
transform was developed by Grossmann and Morlet who
was the geologist having suggested that seismic traces
should be analyzed by translations and dilatations of a
suitable function [8]. Grossmann was a theoretical physi-
cist and mentor of investigating coherent states by In-
grid Daubechies wherein wavelets have also emerged,
although in her study there was no relation to multireso-
lution and stochastic processes [9]. In that respect, the
quantum theory indubitably played a significant role con-
cerning wavelets [6].
Due to Meyer and Mallat, multiresolution analyses has
become an essential tool in exploring wavelets [10, 11].
It corresponds to nested subspaces Aj of L2(R) satis-
fying axioms among which a central one is the prop-
erty f(·) ∈ Aj ⇔ f(2·) ∈ Aj+1. Aj is termed the
approximate subspace, whilst its orthocomplement Dj

such that Aj+1 = Aj ⊕ Dj is the detail subspace of
a multiresolution. The structure is intimately related to
that of the Kolmogorov automorphisms, which belong to
the framework of regular stationary stochastic processes
[12]. A prime example is induced by the Baker map

B(x, y) =

{
(2x, y/2) x < 1/2

(2x− 1, y + 1/2) x > 1/2
which is a mea-

sure preserving transformation of the unit square. The
time operator of the Kolmogorov system governed by the
evolution V f(x) = f(Bx) has been explicitly constructed
[13].
Given the evolutionary operator V of a system, the time
is defined to be the operator T satisfying [T, V ] = V ,
i.e., [T, V t] = tV t. If the evolution V tf(x) = f(Btx) is
induced by a measure preserving group Bt, it is equiv-
alent to the uncertainty relation [T, L] = iI whereat

∗The first author is supported by the Ministry of Education, Science and Technological Development of the Republic of Serbia through the projects
OI 174014 and III 44006
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V t = e−iLt, i.e., the Liouvillian L is an infinitesimal gener-
ator of V t† = eiLt in regard to the Stone theorem. Since
wavelets on the real line are not related to preservation
of any finite measure, one requires reducing their domain
onto the interval I = [0, 1] which is done through peri-
odization ˜ψj,k(x) =

∑
l ψj,k(x+ l) [14]. A multiresolution

on the interval I = [0, 1] corresponds to the Renyi map
R inducing the exact system governed by the evolution-
ary operator Uf(x) = f(Rx). It is extended naturally to
the Kolmogorov system V f(x) = f(Bx) induced by the
Baker map that is measure preserving. The time opera-
tor of the system U is determined by the Haar wavelets
due to the eigenequation Tψj,k = jψj,k having natural
extension to that of V [12].
In that manner, detail subspaces of the multiresolution
analyses are regarded to be the age eignestates wan-
dering in terms of the evolution. However, only the
Haar wavelet constitutes a multiresolution on the inter-
val since it is undisturbed by periodization. Other ones
satisfy the multiresolution property just approximately
considering that they are partially localized in the pe-
riod. Nevertheless, the wavelet domain hidden Markov
model concerning statistics of the detail coefficients fits
as well to all of them [15]. The Markovian structure S =
(Sj,k), composed by hidden variables of the model, rep-
resents causal states whose informational content H(S)
is termed to be the global complexity of a system. It indi-
cates an increase of local complexity H(Sj,k) in the tem-
poral domain corresponding to eigenvalues j of the time
operator T , which is the definition of self-organization by
Shalizi [16]. The complexity is proven to be a measure of
the decomposition optimality, which is also evident by a
superior denoising related to the optimal wavelet [17].
The statistical model regards a signal and its coefficients
to be random realizations, which is achieved through nat-
ural extension of the unilateral shift U to the bilateral one
V . It actually maps a unilateral sequence of binary dig-
its .i0i1... from I, which is the domain of R, to the bilat-
eral string ...i1i0.i−1... that represents an element of I× I
whereon B acts shifting the representation right. Such
a shift corresponds to division by 2 in terms of dyadic
numbers whose only multiresolution analysis is the Haar
one, although there are many other wavelets generat-
ing it [18]. In that manner, dyadic analyses should dis-
solve the problem concerning a lack of the multiresolu-
tion property due to periodizing wavelets on the interval.
A usage of p-adic probabilities on the other hand makes
irrelevant the problem of positivity preservation which is
the main discordance between multiresolution analyses
and stochastic processes [6]. The negative probabilities
– that correspond to their stabilization in a p-adic norm –
is crucial contradistinction of quantum and classical view-
points [19]. Considering that, the quantum theory plays
once again a major role in conjunction to the p-adic num-
bers whose interrelationship should be elucidated by the
wavelet theory which is regarded to be a p-adic spectral
analysis [20].
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Summary
Real-life signals are are often non-stationary and multi-
componential [1]. This is also true for signals found
in biomedicine, like electrocardiogram (ECG), electroen-
cephalogram (EEG), electromyogram (EMG), and many
others. Detecting and tracking these nonstationarities is
of crucial importance since they may contain information
on underlying pathophysiological processes.
One of the traditional approaches for analyzing medi-
cal signals imply visual pattern recognition. This is, of
course, time-consuming and expensive process done by
medical experts. In order to reduce the costs, as well
as to improve the accuracy, recent approaches imple-
ment computer-aided signal processing methods result-
ing in more objective techniques capable to quantify hid-
den signal features.
One of the first tools for processing non-stationary time-
series is based on the well-known Fourier transform. This
mathematical tool provides insight to the spectral compo-
nents of the analyzed data. Namely, the Fourier trans-
form performs signal spectral decomposition enabling
detection of the signal frequency domain features. How-
ever, its main shortcoming is loss of the time localization
of frequencies present in the analyzed data [2].
In this talk, we will refer to advanced and computationally
more demanding tools for non-stationary signal process-
ing, such as joint time-frequency distributions (TFDs). It
will be shown that utilizing the TFDs for biomedical sig-
nals analysis provide in-depth insight to signal frequency
content varying over time as a two-dimensional represen-
tation. In additions, TFDs enable detection of the number
of signals components and their instantaneous frequen-
cies [2].
Another limitation of the traditional inspection is caused
by the presence of inevitable noise in real-life scenarios.
Additive noise presents a challenge both for visual in-
spection and traditional frequency domain analysis tools,
especially in case of low signal to noise ratios. Thus, a
preprocessing (i.e. denosing) is necessary prior to the
signal analysis. Various techniques for denoising were
proposed in the last few decades (both temporal and
transfer-domain based) [3,4].

In addition, studies have shown that additional informa-
tion regarding the content of the TFDs can be obtained
by entropy based measures (due to the similarity of the
TFDs to probability density functions) [5]. In this talk, a
modification of the Rényi entropy for the estimation of the
number of signal components from noisy TFDs will be
presented. Namely, the algorithm based on the short-
term Rényi entropy was applied to analysis of EEGs both
in noise-free and noisy environments [6]. Upgraded by an
iterative algorithm which additional enhanced the original
approach, and combined with instantaneous frequency
estimation, the proposed method was shown to be an
efficient technique providing spectral description of brain
activities at each electrode location up to moderate noise
levels.
As it will be shown in the talk, the obtained information
concerning the number of EEG signal components and
their dominant instantaneous frequencies extracted from
the TFDS (both in noise and noise-free environments)
show potentials to enhance diagnostics and treatment of
neurological disorders for patients with motor control ill-
nesses.
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Summary
The entropy measure is a well-known tool for estimating
the information associated to a probability density func-
tion. It has been adapted to the (t, f) plane in order to
quantify the information content and complexity of indi-
vidual signals, as well as the concentration and resolu-
tion quality of TFDs [1]. The generalized Rényi entropy,
when applied to a TFD, acts as an indicator of the num-
ber of components present in a given signal. Several im-
portant restrictions are assumed: one of the signal com-
ponents must be known a priori, all components must
present equal time and frequency supports in the (t, f)
plane, and they need to exhibit similar spectral ampli-
tudes. Since in real-life applications these highly limiting
conditions are rarely satisfied [2], the signal information
content is generally evaluated with respect to a reference
signal, obtaining the information on how many reference
signals are required to form the analyzed signal [3].
These limitations have served as a motivation for a gen-
eralization of the counting property of the Rényi entropy.
Recently, a methodology has been proposed for estimat-
ing the instantaneous (local) number of components in a
nonstationary multicomponent signal based on the local
application of the Rényi entropy counting propriety [4].
The presented estimation avoids the need for prior infor-
mation on the analyzed signal and puts no limitations on
the signal structure. Unlike the classic approaches for es-
timation of the local number of signal components, which
involve counting the peaks in the (t, f) plane at each time
instant for as long as the peak amplitude exceeds a fixed
threshold, the estimation based on the Short-term Rényi
entropy detects a component whenever it locally presents
the entropy characteristics of a reference signal. The
reference signal is an arbitrarily chosen analytic signal,
with constant or variable IF. The applicability of the Short-
term Rényi entropy is supported by the fact that the esti-
mated number of components is invariant to the parame-
ters that characterize the selected TFD or the entropy or-
der. When the counting property of the Short-term Rényi

entropy is extended to nonstationary signals, important
insights on the signal structure (i.e. components cross-
ings and components ending/starting times) are obtained
from the features of the entropy-based estimated num-
ber of components. The presented approach allows to
resolve ambiguities in the case of local decrements of
the number of components, and to obtain information on
the time locations of components crossings [5]. When
this information is combined with the entropy-based esti-
mate of the number of components, a correct estimation
of the total and local number of components present in
a signal can be made. However, the results obtained by
the Short-term Rényi entropy are highly biased by the
amplitude ratio of the signal components present in the
analyzed time slice of the TFD. Since in engineering ap-
plications one deals with real-life signals, being mixtures
of dominant and weaker spectral components, a refined
algorithm is proposed, especially well-suited to situations
of unequal spectral amplitudes. This iterative method ex-
hibits pronounced sensitivity to low energy components,
and it is robust to moderate levels of additive noise. Also,
the result obtained by the proposed algorithm is an in-
teger valued function which easies procedures for blind
source separation based on ”peak detection and track-
ing” techniques. In addition, the information on the time
instants of the starts/ends of the signal components al-
lows to estimate the total number of components. This
information can turn advantageous from a computational
optimization prospective, allowing dynamic memory allo-
cation, and prevention of memory overflow.
The main contribution of the presented study consists in
proving that the Short-term Rényi entropy can estimate
the local number of components in a nonstationary sig-
nal, without any prior information on the signal. Other
future research directions will include implementation of
the information on the local and total number of compo-
nents, obtained by the Short-term Rényi entropy, in ad-
vanced blind source separation methods and clustering
algorithms. This would lead to more efficient computing
solutions and memory handling. Finally, the Short-term
Rényi entropy information can be used in applications for
signal denoising as a classifier of the output of the K-
means algorithm.
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Summary
Our talk is focused on some geometric and group-
theoretic aspects of the Kuramoto model. This line of
research has been initiated by Watanabe and Strogatz
who reported a change of variables that reduces the dy-
namics of a large (or infinite) number of globally coupled
oscillators to 3-dimensional dynamical system that de-
scribes the evolution of global variables of the system,
see [1].
This low-dimensional dynamics in the Kuramoto model
with identical oscillators and global coupling has further
been explained from the group-theoretic point of view in
the paper [2]. About the same time, Ott and Antonsen
have derived a simple ODE for the order parameter in
the model with non-identical oscillators under some se-
vere mathematical assumptions in their famous paper
[3]. This brought new insight into relations between the
Kuramoto model and some classical mathematical con-
structions from Complex Analysis and Hyperbolic Geom-
etry, see [4–6].
On the other side, Kuramoto model has been extended
to some higher-dimensional manifolds, such as spheres
[7, 8], homogeneous spaces and Lie groups [9, 10]. The
geometry of these higher-dimensional Kuramoto models
is currently subject of research interest with some intrigu-
ing insights already available, see [11].
In whole, this set of ideas seems to be evolving into a
unified theory of collective motions on manifolds, where
many results from higher-dimensional complex geome-
try, Lie group theory and theory of harmonic functions
obtain interesting interpretations and applications.
In addition, this unveils a hidden presence of the Ku-
ramoto model (and its extensions) in some theories of
mathematical physics, including analytic representation
of quantum states, SU(1, 1) coherent states [12] and
general notion of coherent states on symmetric spaces
in the sense of Perelomov [13].
At the end of our talk we briefly point out some parallel
developments in the field of distributed and cooperative

control on non-Euclidean spaces that have recently been
unified into a new subdiscipline named Geometric con-
sensus theory, see [14–16].
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Summary
We consider the macroscopic regimes, as well as the
scenarios for the onset and the suppression of collec-
tive oscillations in a heterogeneous population of active
rotators comprised of excitable or oscillatory elements
[1]. Heterogeneity in local bifurcation parameters is often
encountered in neuronal and other biophysical systems,
and may, depending on a particular context, alterna-
tively be referred to as diversity, variability, impurities, or
quenched noise. The setup we discuss is fundamentally
distinct from the classical Kuramoto scenario [2], where
the diversity is manifested only at the quantitative level,
such that all the system elements are self-oscillating,
but display different intrinsic frequencies. Within the Ku-
ramoto paradigm, the crucial point is the description of
the onset of collective oscillations in terms of a contin-
uous phase transition, whereby increasing the coupling
strength counteracts the disordering effect of diversity.
Our study reveals two generic scenarios for the onset
and the suppression of collective mode in systems with
a qualitative heterogeneity between the units. After gain-
ing a comprehensive understanding of the macroscopic
regimes and the associated stability boundaries for the
noiseless and the delay-free case, we demonstrate how
the underlying bifurcation scenario is modified in pres-
ence of small noise or small coupling delay.
We study the noise- and the delay-free setup within
the framework of Ott-Antonsen reduction method [3, 4,
5], analytically determining the macroscopic stationary
states, their local structure and the respective stability
domains in terms of the characteristics of the rotators’
frequency distribution, namely the mean frequency and
the associated distribution width. We establish that the

system may display three macroscopic regimes, namely
the homogeneous stationary state, the oscillatory state
and the heterogeneous stationary state. The local struc-
ture of macroscopic stationary states, analyzed by solv-
ing for the so-called local mean-field, is revealed to be
governed by the relationship between the units’ intrinsic
frequency and the macroscopic excitability parameter.
Depending on the main features of the frequency distri-
bution, we find five characteristic domains supporting dif-
ferent forms of the system’s collective behavior [1]. Three
of them involve monostable dynamics, whereas two of
them admit bistability, manifested either as the coexis-
tence between the two stationary solutions, or the co-
existence between a stationary and a periodic solution.
We find that the transitions between the characteristic
domains involve a complex bifurcation structure, orga-
nized around three codimension-two bifurcation points,
including a Bogdanov-Takens point, a cusp point, and
a fold-homoclinic point. It is shown that the onset of
the collective mode may occur via two generic scenar-
ios, guided by a SNIPER or the Hopf bifurcation, such
that the transition from the homogeneous to the hetero-
geneous stationary state under increasing diversity may
follow the classical paradigm, with macroscopic oscilla-
tions at an intermediate stage [6], but may also be hys-
teretic, reflecting the existence of two bistability domains
[1]. We demonstrate that the basic bifurcation structure
holds qualitatively in presence of small noise or small
coupling delay, having explicitly calculated the shift of the
relevant bifurcation curves in the latter case. It is found
that noise influences the effective positions of all the rel-
evant bifurcations, whereas the delay makes an impact
only on the Hopf bifurcation.
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Summary
The European Cooperation in Science and Technology
(COST) is a funding organision for the creation of re-
search networks [1]. COST is an intergovernmental
framework consisting at present of 38 Members and 1
Cooperating Member country. The networks projects
are called Actions and approved projects are funded for
four years with the average fund of 134,500 EUR per
year. These networks offer an open space for collabo-
ration among scientists across Europe (and beyond) and
thereby give impetus to research advancements and in-
novation [1].
COST Association does not fund research itself but it
funds collaboration activities (workshops, conferences,
working group meetings, training schools, short-term sci-
entific missions - STSM, and dissemination and commu-
nication activities). At present there are 1178 completed
Actions, 213 running Actions and from the next month
new 35 Actions will start their 4 year terms. As of 2018,
approximately 45,000 researches has been involved in
COST Actions. Only in that year 2,457 STSMs have been
accomplished [2].

Main OECD Fields of
Science and Technology OC-2018-1 OC-2018-2

Natural sciences 25.8% 25.9%
Engineering and technology 22.4% 24.1%
Social sciences 20.9% 20.8%
Medical and health sciences 17.1% 16.7%
Agricultural sciences 5.4% 6.7%
Humanities 8.4% 5.8%

Different disciplines of the Actions are categorized as 6
OECD fields of science and technology:

i) Natural sciences;

ii) Engineering and technology;

iii) Social sciences;

iv) Medical and health sciences;

v) Agricultural sciences; and

vi) Humanities.

One of the COST priorities is to foster interdisciplinary re-
search for breakthrough science. During two calls for Ac-
tion proposals approximately 50% of proposals required
expertise in two or more fields. The distribution of the
fields within the Open Calls 2018-1 and -2 is presented
in Table 1 [3].
Involvement of Serbian researchers in COST Actions is
constantly increasing so that country representation in
COST Actions starting from 73% in 2014 achieved 90%
in 2018. Also, leadership positions in COST Actions held
by Serbian participants is steadily increasing, from 16 in
2014 to 29 in 2016 and even to 42 in 2018. Participation
in network activities comprises 106 STSMs, 190 trainees
and 16 trainers in 2018. The total budget received by
Serbian participants hits almost 1 million euros [4].
Distribution of OECD fields among Serbian research
community is presented in Figure 1. On the graph the
first columns in blue represent data from the 4 open
calls (2015-2016) while the second columns in green are
those from all 7 open calls (2015-2018).

∗The author is COST National Coordinator.
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Many other statistical data is available for considerations,
such as participation of Inclusiveness Target Countries
(ITC), gender balance, number of ECI - Early Carrier In-
vestigators, distributions of marks of evaluated propos-
als, etc. All data and knowledge accumulated within
COST de-monstrates the complexity of research network
in Europe.
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Summary
Low-density parity check (LDPC) codes are typically de-
coded using iterative algorithms in which messages are
passed over edges of the code’s Tanner graph. A mes-
sages over an edge is computed based only on the mes-
sages arriving to neighboring nodes, which leads to low
decoding complexity as the Tanner graph is sparse. How-
ever, due this local nature of computing messages, iter-
ative decoding algorithms fail to converge to a codeword
when the transmitted codeword is corrupt by some low-
weight error patterns even when an LDPC code has large
minimum distance [1]. On the binary symmetric channel
(BSC), this leads to a changed slope of the frame error
rate (FER) curve at small crossover probabilities α and
is known as an error floor phenomenon. Despite tremen-
dous efforts and significant theoretical results in the past
two decades (see [2] for a survey), characterizing error
floor phenomenon analytically or semi-analytically re-
mains an open problem. Predicting whether a decoding
algorithm operating on a given Tanner graph will fail due
to a specific error pattern is crucial for designing good
codes and decoders, but is theoretically supported only
when decoders propagate binary messages (Gallager B
decoder) and variable nodes have degree three [3, 4, 5].
On the other hand, very little is known or published for
decoders of practical interest such as min-sum algorithm
or finite alphabet iterative decoding (FAID) algorithms [6]
and codes where variable nodes have degree-four or ir-
regular degrees.

Experimental evidence indicates that the topology of
subgraphs induced by the corrupt variable nodes, also
known as trapping sets, greatly affect decoding failures
and clearly at small αs subgraphs induced by a small
number of variable nodes are most harmful. The code
design can exploit this fact and attempt to make a Tan-
ner graph that is free of such small harmful subgraphs.

Avoiding larger number of harmful graphs leads to better
error correction capability, but also lowers code rate. To
maintain a high rate, only the most harmful subgraphs
must be avoided in the code design procedure. Thus,
it is of importance to classify the subgraphs based on
their harmfulness to the decoding algorithm. Such clas-
sification is difficult due to a large number of subgraphs,
especially in irregular LDPC codes [7, 8, 9], and due to
complexity of a decoding algorithm.

As opposed to the significant effort in enumeration of
trapping sets [10, 8, 9], very little is known about how a
given topology affects the actual FER performance. In
this talk we establish the connection between a subgraph
topology and its “harmfulness” to a decoding algorithm.
The topology is specified by parameters the number of
variable nodes and expansion, as well as neighborhood
of degree-three check nodes, and harfmulness is ex-
pressed through the critical number and strength [1].

In case of higher degree variable nodes, enumerating all
possible trapping sets as combinatorial objects is com-
putationally infeasible. Even if it was feasible, analyz-
ing decoding errors based on an isolated trapping sets
would be inaccurate for strong decoders as it ignores the
effect of messages from the trapping set neighborhood
passed towards the trapping set. These outside mes-
sages strongly depend on the location of the trapping
set in the Tanner graph, and this exact location is crit-
ical for accuracy. In this talk we discuss an approach
which starts with a list of all shortest cycles together with
their locations in the Tanner graph, and then finds their
sufficiently large neighborhoods to ensure that the mes-
sages in the interior of such subgraph accurately repre-
sent actual messages in a decoding algorithm operat-
ing on an entire graph. Unlike previous approaches, our
method does not make any a priori assumptions about
what graph topologies makes a trapping set harmful. On
the contrary, these topologies are identified by the proce-
dure.

∗B. Vasic and N. Raveendran are supported by the NSF under grants SaTC-1813401 and CCF-1855879
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Summary
Energy consumption of electronic systems has become a
major issue, both for environmental reasons and to aug-
ment the learning ability of systems with strict energy
budgets. In communication systems, the standard ap-
proach consists of reducing transmission energy. How-
ever, it was shown in [1] that for short-distance communi-
cations, the energy consumption of the receiver becomes
non-negligeable compared to the transmission energy. In
this context, this paper considers the design of Low Den-
sity Parity Check (LDPC) codes that both show energy
efficiency and good decoding performance.
For this problem, [6] considers hard-decision decoders,
and proposes two models to represent the energy con-
sumption. The first model considers the decoding com-
plexity, and the second one measures the energy needed
for data transfer inside the decoder. In addition, [4] con-
siders discrete message alphabets and evaluates the
memory requirements of the decoder. To finish, [5] op-
timizes the code degree distribution in order to reduce
the decoding complexity, but does not explicitly relate this
complexity to the decoder energy consumption.
In this paper, we consider a quantized Min-Sum decoder
which, due to its discrete nature, can be easily imple-
mented on a circuit. In addition, we consider LDPC codes
constructed from protographs. Protographs allow to build
Quasy-cyclic LDPC codes which are also very conve-
nient for LDPC encoder and decoder implementation [3].
We use density evolution to evaluate the decoding per-
formance of the Min-sum decoder for a given protograph,
and we apply the method of [2] to predict the finite-length
performance of the decoder.
We then introduce two models to evaluate the decoder
energy consumption of the quantized Min-Sum decoder
for a given protograph. The first model evaluates the
number of operations realized by the decoder, and the

second model measures the energy needed to write data
into memory. From these two models, we propose to
optimize the protograph so as to minimize the decoder
energy consumption, while guaranteeing a certain per-
formance level fixed as a criterion. As a result, we obtain
two protographs that minimize the decoder energy con-
sumption, while showing performance close to the proto-
graph optimized without energy constraint.
To finish, we extend our approach to the case where the
LDPC decoder operates under faulty hardware. We in-
corporate into the energy models the proportion of faults
introduced inside the decoder. We then optimize both
the amount of faults and the quantization level so as to
minimize the decoder energy consumption.
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Summary
We study detection of hidden random walk that runs over
an arbitrary graph, according to a certain transition ma-
trix. The graph nodes are able to sense their environment
over time and produce noisy measurements of the local
activity that they sense. Specifically, when a graph node
is visited by the walk, the measurement of that node will
exhibit a positive shift in the mean value. Also, outside of
the walk’s path nodes measure only noise.
The above problem has many practical applications. For
example, it can be used to model the activity of an in-
truder in a region monitored by a network of cameras,
where the camera locations are the graph nodes, and
nearby cameras are connected by an edge, describing
the next possible steps of an intruder. In [1], the au-
thors present the electron spin detection problem mod-
elled as a random telegraph signal that switches between
two states (a random walk on two nodes). In our previous
work [2] we presented a random access communication
scheme that exploits frequency hopping to combat pos-
sibly unknown frequency selective fading, where hopping
over different frequencies is guided by a random walk.
There are several interesting aspects of this problem.
First, although the problem clearly exhibits a combina-
torial nature (likelihood functions depend on a specific
path that the random walk took, and there is a combi-
natorial number of them), it turns out that the optimal
likelihood ratio test can be represented as a simple lin-
ear recursion. In particular, the likelihood ratio at time t
can be expressed as a product Πt of t matrices of iden-
tical statistics, where each of the matrices decomposes
as the product of the transition matrix P of the walk and a
diagonal matrix Dt with measurement dependent values.
This has been shown in [3] for the two node case, and
in the general case in [4] and [2], where [4] studied the

setup with equal SNRs while [2] analyzed the setup with
arbitrarily different SNRs across the network. Further, by
the generalized Stein’s lemma for ergodic processes [5],
the type-I error exponent is computed as the almost sure
limit of the scaled log-likelihood ratios (known also in
the literature as asymptotic Kullback-Leibler divergence).
Since the likelihood ratio is expressed as the product
Πt of i.i.d. random matrices, the latter yields a simple
Monte-Carlo scheme for finding the error exponent nu-
merically. Finally, the random walk detection problem ex-
hibits a threshold effect: if the expected SNR of the ran-
dom walk observations is higher than the entropy of the
walk, the walk is detectable. The latter result was known
for lattices [7], [6], and was generalized more recently for
generic topologies in [4] and [2].
In contrast with the existing works that either assume
symmetry in the network topology (e.g., lattice [7] and [6])
or in the nodes’ observation statistics ( [1], [4]), we con-
sider the problem in full generality by studying completely
generic topologies, and also where each node’s mean
value can be chosen arbitrarily. The latter is particularly
relevant in practice, since the random walk’s path may
be closer to some sensing locations than to the others,
and therefore the mean value at those locations should
be higher. Our goal in the paper is characterization of the
exponential speed of decay of the probability of a miss,
for a given bound on the false alarm probability – i.e.,
the type-I error exponent. By the equivalence of the er-
ror exponent and the Lyapunov exponent for product Πt,
exact computation of the error exponent is therefore diffi-
cult. Building on the notion of Markov types by Davisson,
Longo and Sgarro [8], we extend this to Gauss-Markov
types that besides the empirical number of transitions
from one state to another (Markov type), accounts also
for the average of signal values at each of the nodes ob-
tained from the measurements during the random walk
visits at each of the node’s locations. We prove that the
Gauss-Markov type satisfies the large deviations princi-
ple and we use this result to find a tractable lower bound

∗The first author is supported by the Serbian Ministry of Education, Science and Technological Development project TR32035.
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on the error exponent. A highly novel result in the liter-
ature is that the lower bound we obtain can be (equiv-
alently) reformulated as a convex optimization problem.
This has not been shown before, even for the symmetric
topologies or identical SNRs across nodes. We evalu-
ate the derived bound by means of numerical simulations
for several classes of topologies, showing that the bound
closely follows the true error exponent.
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Summary
Political polarization is surging in many democratic coun-
tries, endangering the stability of political systems. Most
political science and opinion dynamics literature focuses
on polarization as extremeness [4]. However, there is
another aspect of polarization called issue constraint [3],
meaning the correlation between positions on different
issues. Polarization, defined as the emergence of two
equal sized groups with complete consensus within, and
complete contradiction between them, can only emerge
if there is issue positions are extreme and correlated.
So far, no opinion dynamics model can satisfactorily ex-
plain the emergence of both extremeness and constraint.
We develop an opinion dynamics model based on an ex-
tended form of cognitive balance theory [5, 2], which we
call weighted balance theory (WBT). We apply this the-
ory to triads consisting of two individuals, i and j, and
one or several policy issues d1, ...dD (such as gay mar-
riage, cannabis legalization, carbon tax etc.). Classical
balance theory postulates that such a triad is balanced
either if i and j agree on d and like each other, or if they
disagree on d1, ...dD and dislike each other. WBT takes
into account the weight of the attitudes of i and j towards
d1, ...dD and towards each other.
WBT predicts i) the attitude of i towards j based on the
attitudes of both i and j towards d1, ...dD, and ii), how
i will adapt its attitudes towards d1, ...dD, based on its

attitude to j. We test the first prediction on empirical
data from the 2016 American National Election survey,
and find that it can be confirmed, but that respondents
tend to be more extreme in their interpersonal attitudes
than predicted by WBT - a property we call ’evaluative
extremeness’.
We design an opinion dynamics model based on WBT,
where agents adapt their opinions to increase balance
with other agents. We find that our model is able to
generate both opinion extremeness and issue constraint,
even for high numbers of opinion dimensions D. Further-
more, we find that our model can shed new light on two
other enigmatic phenomena in opinion research, group
mono-polarization and the backfire effect [1].
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Summary
Technological progress is leading to proliferation and di-
versification of trading venues, thus increasing the rele-
vance of the long-standing question of market fragmen-
tation versus consolidation and its potential advantages
and disadvantages. In a consolidated or concentrated
market, the majority of trades occurs in one (or a few) as
opposed to numerous trading venues and it is our goal
to investigate whether these different states can emerge
spontaneously. We address this issue by devising a
stylised model, we analyse systems of adaptive traders
that choose where to trade based on their previous expe-
rience. We find that when the typical scale of market re-
turns (or, at fixed scale of returns, the intensity of choice)
become higher than some threshold, the preferred state
of the system is fragmented: both buyers and sellers are
divided into subgroups that are persistently loyal to one
market over another. We demonstrate that only based on
aggregate parameters about trading venues, such as the
demand to supply ratio, we can assess whether a popu-
lation of traders will prefer fragmentation or specialization
towards a single venue.
We investigate what conditions lead to market fragmen-
tation for populations with a long memory and analyse

the stability and other properties of both fragmented and
consolidated steady states.
We find a rich variety of steady states in spite of the
simplified nature of our models for markets and traders.
These include: market coexistence - where both mar-
kets attract all types of traders present in the popula-
tion, and where market/trader specialisation occurred;
single market dominance; market indifference; general
vs. specialised markets, where a single market attracts
all groups of agents while the other can be viewed as
specializing towards only one group. Interestingly, all
these different steady states arise without imposing any
heterogeneity onto the agents and fragmentation is the
preferred state even when the markets have identical
properties.
Finally we investigate the dynamics of populations with fi-
nite memory; when this memory is long the true long-time
steady states are consolidated but fragmented states are
strongly metastable, dominating the behaviour out to long
times.
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Summary
Machine Learning algorithms are known to be highly en-
ergy consuming due to the large amount of data and
computation operations required by these algorithms. It
is of high importance to lower this energy consuption in
order to reduce the environmental impact and also to im-
prove the learning performance under limited computa-
tional ressources.
When designing electronic systems, a standard tech-
nique to reduce the energy consumption consists of
agressively downscaling the voltage supply. However,
due to physical limitations, further reducing the power
supply of next generations of electronic devices will
make computational units unreliable, which may intro-
duce faults in the computation operations realized on
these chips [3]. On the other hand, tolerating faults in
the computation operations gives us the opportunity to
address a tradeoff between algorithm performance and
energy consumption. This is the issue we consider in
this talk.
The first part of this talk reviews existing works on fault-
tolerant computation and learning. Linear computation
requires to (almost) retrieve the exact value of the func-
tion output, and fault-tolerant linear computation was
studied in [5, 6, 10, 15]. In addition, many machine learn-
ing problems have been considered recently under faulty
hardware. For instance, noisy hypothesis testing and
noisy parameter estimation were considered in [1], logis-
tic regression was studied in [14], and neural networks
were described in [12]. In the field of error-correction,
noisy Low Density Parity Check (LDPC) decoders have
also been widely investigated in [4, 7, 8, 13]. Unlike linear
computation, the above problems are naturally robust to
errors introduced by the hardware. But the above works
mainly focus on fault-tolerance, and do not make the con-

nection with energy consumption.
In a second part of this talk, we consider the problem of
recursive binary estimation under faulty hardware. Re-
cursive binary estimation [2, 9] consists of estimating a
sequence of statistically dependent hidden states from
their noisy observations. It is considered in many applica-
tions such as target tracking, speech, or image process-
ing, see [11] for a review. To the best of our knowledge,
the problem of noisy recursive binary estimation was not
studied yet in the literature.
We first focus on studying the robustness to faults of re-
cursive binary estimation. We propose a theoretical anal-
ysis that bounds the expected gap between the noisy re-
cursion and the noiseless one. We prove that this gap
converges to a fixed point, which shows the robustness
of the recursive binary estimation. Finite-length simula-
tions show the accuracy of the proposed analysis. Then,
we derive a model that relates the amount of faults in
the computation to the energy required to performed the
computation. We consider two energy allocation strate-
gies. In a first case, we assume that energy allocation
can vary from time to time, while in the second case, we
assume that energy allocation can vary from bit to bit. In
the two cases, we exhibit optimal energy allocation strat-
egy in order to maximize the performance of the recur-
sion under energy constraints.
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Summary
According to The Global Banking and Finance Review
cyberattacks have cost near $360 billion per year [1] and
cases involving bank insiders account for about 70 per-
cent of that total [2]. Artificial intelligence is recognized
as being a most powerful weapon for both sides – hack-
ers and authorities. Anomaly detection technique is more
common solution for fraud detection than predictive and
prescriptive analytics as it can process a huge amount
of continuous stream of unlabeled data and notify devi-
ations from a normal behavior. Deep Neural Networks
(DNN) based anomaly detection has received increasing
attention in recent work [3]. Logs, which record system
runtime information, are widely used for anomaly detec-
tion [4]. Long-Short Term Memory Networks (LSTMs)
that model a system log as a natural language sequence,
have a great potential to automatically learn log patterns
from normal execution. In this paper [5] they automat-
ically detect anomalies when log patterns deviate from
the model trained from log data under normal execution
system.
Research [5] has tended to focus on detecting process
deviation from normal execution by predicting what will
happen next. By adding two additional softmax groups
of neurons in the last layer of LSTM network to predict
the user account and workstation in the next log, we ex-
tended the approach to detect five types of anomalies:

– User logged on to a workstation that he never used
before

– User is using a software (creates a process) that
has never been used by that user

– Workstation has a process started that have never
been used before on that workstation

– User is creating a process on a workstation that has

never been used on that workstation by that user

– Abnormal child process created (parent process
started a child process that it has never started be-
fore)

Model was trained on System monitor (Sysmon) logs
from the internal banking system to simultaneously pre-
dict what will happen next, who will do that and on which
machine. The outputs of the neural network are proba-
bility distributions over all possible values for each of the
above elements. Output probabilities are sorted in de-
scending order to give an alert if an event has occurred
that is ranked below the given threshold that is tuned on
a validation dataset.
For a given test set, that was built by experts in cyber-
security in banks, proposed system detected all attacks.
This test revealed that recurrent neural networks can
be used for detecting various types of frauds in internal
banking system. We hope that further tests that should
be performed, including deploying model in banking sys-
tem and testing on real-time data, will be successful as
well.
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Summary
Machine learning (ML) is understood to be one of artifi-
cial intelligence (AI) fields [1]. Broadly speaking, AI dis-
tinguishes rule-based and machine learning techniques.
A computer system that achieves AI through a rule-based
technique is called rule-based system (expert system as
one), while that achieves AI through a machine learning
technique is called a learning system. It can be found
a hybrid approach which combines both techniques [2].
The general goal of ML is to recognize statistically sig-
nificant patterns in the available data. ML is widely used
in computer science as one continuously developing field
with numerous applications [3].
Beside of improvements on some “commercial” technolo-
gies such as image recognition, as well as industrial ap-
plication, ML is becoming very important for many re-
search areas in physics such as the computational study
of condensed matter or atomic/molecular/optical physics,
quantum information, forecasting meteorological param-
eters [4], for astronomical data streams [5], etc. New
concepts of database set-ups and distributed approach
to data entries is prevailing [6] and the number of data
nodes is constantly increasing [7], even more traditional
and old databases like NIFS [8] are becoming a part of
such large networks.
Rule-based learning uses a series of IF-THEN state-
ments to reach conclusions. The whole process is based
on expert knowledge and experiences (facts). That is
why rule-based system is called expert system. An ex-
pert system (ES) referred to as knowledge-based system
is computer software that emulates the decision-making
ability of a human expert [9].

ML uses experience implemented in algorithms [3] which
enable the pattern recognition, i.e. concerning with the
automatic recognition of regularities in observed data
and classifying them into different categories. Based on
that, ML can transform row (experimental) data into struc-
tured though the learning algorithms [10].
The comparison between rule-based and ML approach
can be found in the many different areas [11, 12]. One
very illustrative example which explains difference be-
tween these two techniques, and at the same time shows
limitations of the rule-based, and advantages of ML tech-
nique can be found in [12]. In situation when con-
fronted with an unknown sample, researches perform
mass spectrometry and compare the observed spectrum
with those at a library. Identification can be done in the
case of positive match. This is the same principle haw
rule-based system works. It can deal only with data in
database, otherwise it is useless. This is the major limita-
tion of these systems. On the other hand, ML can, based
on existing, predict synthetic spectra which can be used
in mass spectrometry to expand the coverage of molec-
ular spectra which can be identified. In many papers
this improvement of the classification “skills” is pointed
as the main advantage of ML technique. Within the fast
process’s physics (with which we deal), ML classification
technique as referred to as multivariant analysis in order
to emphasize contrast to traditionally used approaches
[13]. According to [11], a determination of a peak (event)
quality can be expected as well.
For both techniques quality and quantity of obtained re-
sults is significantly better than classical experimental re-
sult analysis, and the process is considerably faster. The
abstract is going to review our previous researches on ES
methods in the different fields of collisional atomic and
molecular physics. We started with analysis of the atomic
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and molecular threshold spectra [14, 15, 16]. Based on
some criteria (theoretical and empirical), we developed
methodology for classification different physical events,
presented by peaks. Moreover, for twoatomic molecules
spectra we developed procedures for spectra generation
which enable us to analyze spectra in the area where be-
cause of big peak density and peak’s overlapping, clas-
sical methodology, based on subjective estimation of a
person that performs an experiment, fails and leads to
wrong interpretation of experimental results [14, 15, 16].
We showed that using ES improve the quality and quan-
tity of obtained results and conclusions, remove the in-
evitable noise influence and measurement errors on ex-
perimental data and significantly speed up the process
of spectra analysis regarding on the classical approach.
Later, we extended our researches on the atomic pho-
toionization process [9] where, for linearly polarized laser
field, we observed the influence of the different effects
such as ponderomotive and Stark shift, as well as the
laser beam shape on the tunneling transition rate for al-
kali and noble atoms. All mentioned we considered for
three theories, Keldysh, PPT and ADK [17, 18, 19]. But,
in spite of all improvements in the process of analysis,
caused by using ES methodology, we noticed some limi-
tations basically related to ES impossibility to predict any
situation and behavior out of those already involving in
ES, i.e. database.
The purpose of this abstract is to open (point) new possi-
bilities of ML which could improve results obtained by us-
ing ES method in fields of interest. According to [13, 20]
ML enables accurate predictions which are not available
in the input data.
On the end, authors expect significant increase of us-
ing ML algorithms in many areas of physics, especially in
those with a big data analysis [21].
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Summary
Gravitational-wave detections [1, 2] by means of state-of-
the-art interferometers - LIGO, Virgo and now also KA-
GRA - create a new way of studying the Cosmos [3].
However, the astrophysical signals are weak and buried
in the detectors’ noise [4]: the sensitivity is generally lim-
ited by the presence of transient, non-Gaussian noise ar-
tifacts as well as stationary disturbances. I this talk I will
describe the problems that have to be faced while facili-
tating routine detections and parameter estimation of in-
teresting signal types, as well as opportunities, as most
of these tasks may be alleviated with various machine
learning techniques (as the growing list of publications
show [6]).
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Summary
The close relationship between exchangeable se-
quences of random variables and Bruno de Finetti’s de-
velopment of predictive inference and Bayesian statis-
tics will be reviewed [1–3]. Exponential random graph
models and exchangeable random graphs [4] will be dis-
cussed. By combining models from statistics and soci-
ology, stochastic block models, with tools from computer
science and machine learning, consensus and Bayesian
consensus clustering, the Bayesian consensus stochas-
tic block model for multiplex networks [5] will be sug-
gested.
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‡

E-mail:
1
sloba@vinca.rs, 2

mandjelkovic@vinca.rs, 3
milanr@vinca.rs

Keywords
simplicial complex; data analysis; algebraic topology;
complex systems; filtration stages

Summary
Complex datasets are generated at an extraordinary rate
by academia, industry and general public, and tackling
problems emerging from big amounts of data impose the
need for new scalable methods to analyze and classify
these data automatically. The huge amount and com-
plex structure of datasets challenge the capability of tra-
ditional data analytics techniques, hence it is necessary
to provide well-founded mathematical, statistical and al-
gorithmic methods to exploit structures in data. The com-
mon sources of these large amounts of datasets are
complex systems, therefore the reconstruction of rela-
tionships within the dataset is of pertain importance for
the reconstruction of complex systems’ behavior.
Recently, the research in applications of algebraic topo-
logical methods put forward an alternative to usual sta-
tistical methods, and established a fast emerging frame-
work of Topological data analysis [2]. The core idea of
Topological data analysis is to find the shape of data
[1], and extract useful relationships inherent in complex
dataset. Simplices, and their aggregations into simpli-
cial complexes [4], are the main mathematical objects
for representing relations of the elements of datasets,
whereas the methods of Topological data analysis are
based on the so called persistent homology [2]. It com-
prises computation of Betti numbers as the ranks of ho-
mology groups of simplicial complex, that is groups gen-
erated by the non-bounding cycles of simplices, which
build higher-dimensional holes. Generally, introducing,
and changing, a free parameter related to dataset, gives
rise of a sequence of simplicial complexes, called filtar-
tions, which is further followed by the change of existence
of the non-bounding cycles. The homology group gen-

erators which stay unchanged for a wide range of free
parameter values are persistent.
Nevertheless, focusing only on the non-bounding cy-
cles of simplices, the other structures built by simplices,
and accordingly elements of complex datasets which
they represent, may remain overlooked. These struc-
tures represent connected chains of same-dimensional
simplices, which are not non-bounding cycles. Find-
ing non-bounding cycles of simplices, as well as equiva-
lence classes of connected chains of k-dimensional sim-
plices, partitions the k-dimensional chain group into k-
dimensional subgroups. We propose a method for get-
ting more complete picture of the shape of data by fo-
cusing on these chains as well, via the calculation of
eigenvalue spectra of higher-order combinatorial Lapla-
cian [3, 5], and tracking changes of the non-zero eigen-
values when free parameter is changed. It turns out that
this approach represents an extension of common Topo-
logical data analysis methods, since the multiplicity of
zero eigenvalues is equal to the rank of homology group,
that is the Betti number.
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Summary
5G is the new generation of reference architecture for
the global mobile and fixed telecommunication network.
It is an evolution of previous generations in terms of
performance as well as support diversified vertical ser-
vices, targeting different types of users. 5G constitutes a
larger ecosystem, with more complex relationships, more
heterogeneity and more dynamicity, so an optimization
process is inevitable. For details and implementation,
overview papers, keynote speeches, special issues and
the latest books are presented through our references
[1, 2, 3]. Three classes of innovative 5G service scenar-
ios are defined:

• eMBB (enhanced mobile broadband) services
characterized by very high data rates and very high
density of users, for instance virtual reality and aug-
mented reality, requiring extremely high quality mo-
bile video distribution, and, in general, support of
the expected increases in video consumption.

• eMBB (enhanced mobile broadband) services
characterized by very high data rates and very high
density of users, for instance virtual reality and aug-
mented reality, requiring extremely high quality mo-
bile video distribution, and, in general, support of
the expected increases in video consumption.

• uRLLC (ultra-reliable and row latency communica-
tions) services related to scenarios with demand-
ing requirements in terms of latency and reliabil-
ity, such as smart factories, smart grid, intelligent
transportation systems, automated driving.

For 5G communication systems, network slicing has
emerged as a key concept to meet the diverse require-
ments of three typical service scenarios. How to fast de-
ploy the end-to-end slices based on policies is the main
issue in a multi-domain network infrastructure [4]. To effi-
ciently utilize the limited physical resources, a service-
oriented deployment is proposed by offering different

deployment policies for typical slices (eMBB, mMTC,
uRLLC). Complex network (CN) theory is proposed to
obtain the topological information of slices and infrastruc-
ture network [5, 6].

Figure 1: An example of mapping three typical network
slices on 5G physical infrastructure.

The network slicing (NS) problem is combined optimiza-
tion problem of placing 5G network functions over a set
of candidate locations and deciding their interconnec-
tions (Fig. 1). Network slices are the chains of virtu-
alized network functions (VNF). Researches focus is on
service description, resource virtualization, and service
mapping. We have presented NS model that allows tele-
com operators to define slice requests and map them to
the limited network resources to suit a particular 5G use
case [4]. The main challenge is fast end-to-end deploy-
ment based on policies for typical slices [5]. The objec-
tives of typical slices are to efficiently take advantage of
network resources. Usage of eMBB in high user den-
sity area requires very high traffic capacity, low mobil-
ity and higher user data rate. Usage of mMTC covers
a huge number of connected devices which transmit rel-
atively low volume of non-delay sensitive data. Usage
of uRLLC has strict requirements in throughput, latency
and availability. The collected network slice requests are
possible to classify and implement by different mapping
algorithms for VNF placement and the selection of link
paths. The network slice request could be deployed as
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static (permanent) or dynamic (recycled).

Topological information. Complex network (CN) theory
is proposed to obtain the topological information of slices
and infrastructure network [6]. A node importance metric
is defined to rank the nodes in node mapping. Topolog-
ical properties of degree and betweenness centrality of
nodes are proposed to capture structural characteristics
of infrastructure network. The degree of a node mea-
sures the number of edges that connect to it, which re-
flects the level of influence.

di =
∑
j∈N

δij (1)

The parameter δij takes the value 1 if node i and node
j are directly connected, otherwise it takes the value 0.
Betweenness centrality quantifies the number of times a
node acts as a bridge along the shortest path between
two other nodes. It is defined as the fraction of shortest
paths between any pair of nodes that travel through the
node

bi =
∑
s6i 6t

σst(i)

σst
(2)

In this equation, σst is the total number of shortest paths
from node s to node t and σst(i) is the number of those
paths that pass through node i.

Mathematical model. In order to describe end-to-end
network slice deployment, infrastructure network model,
network slice request (NSR) model and slice deploy-
ment model are proposed. Topological information of
infrastructure network include the structural character-
istics of physical nodes (base stations - BS, optical
switches - OS, core nodes - CN). The infrastructure net-
work can be abstracted as undirected weighted graph
GI = (NI , EI , CI , BI) of set of physical nodes, physical
links, capacity of physical nodes, bandwidth set of phys-
ical links, respectively. We only take into consideration
the capacity of nodes and bandwidth of links.

Deployment policies. By analyzing different features of
three use cases, three service-oriented deployment al-
gorithms and three optimization objectives are used for
eMBB slice, mMTC slice and uRLLC slice accordingly
[5]. The objective are take advantage of network infras-
tructure resources efficiently.

• eMBB usage in hotspots area with high user den-
sity, requires very high traffic capacity, while the re-
quirement for mobility is low and user data rate is
higher. This kind of slice does not require strict de-
lay and plentiful resources. Hence, the deployment
objective of eMBB slices should be maximizing the
remaining resources of physical nodes:

max

[ ∑
nI∈NI

CI(nI)−
∑

nR∈NR

CR(nR) · µnR,nI

]
(3)

• uRLLC usage scenario has stringent requirements
for throughput, latency and availability. The QoS
guarantee of this use case is low latency, which
causes that the deployment objective should be
minimizing the delay of slices. The transfer delay
time is expressed in the number of network hops,
so minimizing the delay means minimizing each
physical path length. Hence, deployment objective
of uRLLC slices should be minimizing physical path
length of network segments:

max

[ ∑
eI∈EI

BI(eI)−
∑

eR∈ER

BR(eR) · νeR,eI

]
(4)

• mMTC usage scenario has plenty of connections,
which results in the requirement of high comput-
ing resources and low congestion rate. Therefore,
the deployment objective of mMTC slices should
be maximizing the remaining bandwidth on physi-
cal links:

min
∑

ewl
R ∈Ewl

R

νewl
R ,ewl

I
+

∑
eolR∈Eol

R

νeolR ,eolI
(5)

Mapping algorithms. After the arriving of network slice
request (NSR), these requests are classified, than imple-
mented by different mapping algorithms [5]. The map-
ping process of network slice requests to the 5G infras-
tructure network (Fig. 1) consists of placement virtual
network functions and selection link paths chaining them:

1. placing VNFs means to select the physical nodes
of substrate network as host for the virtual nodes of
NSRs under the condition of satisfying the capacity
requirements;

2 procedure of creating paths that interconnect the
VNFs placed nodes would be achieved on the ba-
sis of k-shortest paths (KSP) algorithm.

Also, the resource efficiency (RE) and acceptance ratio
(AR) of network slices request are calculated. Resource
efficiency is defined as the revenues and cost ratio. Ac-
ceptance ratio is the ratio of the number of NSRs which
have been successfully mapped and the total number.
Extensive simulations will be conducted to validate the
performance of proposed algorithm and analyze the av-
erage execution time.
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Summary
Complexity is an important prominent feature that has
raised the biotic from the abiotic nature. Scientific ef-
forts to obtain the ”minimal” cells by removing as much
complexity as possible resulted in the simple organisms
by biological standards, but still extremely complex by
chemical ones [1]. This complexity is reflected in the fact
that living systems, even in their minimal form, are or-
dered in numerous different ways at many scales, either
in terms of composition, spatial configuration, or dynam-
ics. Life’s innovative solution for the emergence, mainte-
nance and evolution of its complexity has given through
information flow from storage to functional molecules (in-
side an individual organism), as well as through informa-
tion inheritance from ancestor to offspring (between the
organisms).
The main flow of genetic information within the biological
systems is based on the three sequence-defined biopoly-
mers, nucleic acids DNA/RNA and polypeptides, through
the three information processing systems, replication
(DNA→DNA), transcription (DNA→RNA) and translation
(RNA→polypeptides). Protein synthesis during the trans-
lation process is an essential and central biological pro-
cess in a living cell and, at the same time, the final and
most complex step of the genetic information flow. How-
ever, microbial phylogenetic studies have revealed that
the translation process was highly developed in the last
universal common ancestor (LUCA) at the root of the
universal phylogenetic tree, even in comparison to the
simpler process of transcription, while a modern type of
genome replication mechanism still did not exist at that
level [13]. The fact that the translation apparatus was the
most mature information processing system at the root of
the universal tree makes it one of the main framework for
understanding the origin of life.
The simplest abstract description of the complex trans-
lation process is given by the genetic code as a map
of the set of 64 codons (the ribonucleobase triplets,

b1b2b3, bi = {C,G,U,A}, where C, G, U , and A are re-
spectively the ribonucleobases cytosine, guanine, uracil,
and adenine) onto the set of 20 amino acids and trans-
lation termination release factors. This strong surjective
property of the mapping implies that the genetic code is
a highly degenerate (redundant) code. The degeneracy
pattern is regular in the general form of 4-fold degener-
ate codon half (denoted as the set 4∗), determined only
by the doublets b1b2, and 2-fold degenerate codon half
(the set 2∗), determined by additional discrimination of
pyrimidines Y = {C,U} from purines R = {G,A} at b3
[11]. The transformation 4∗ ↔ 2∗ is obtained by dou-
ble transposition C ↔ A and G↔ U known as Rumer’s
transformation CGUA↔AUGC [11], which means that
4∗ ↔ 2∗ is M/K invariant since the amino bases are
M = {C,A} and the keto K = {G,U}. Moreover, using
notation for the strong bases S = {C,G} and the weak
bases W = {U,A}, the two degeneracy codon classes
can be given in a compact way 4∗ = {SS, SU,WC} and
2∗ = {WW,WG,SA}, showing the prevailing of strong
bases in the 4∗ codon half and the weak in the 2∗ codon
half. Such M/K invariant and S/W regular bipartition of
codon space in 32 codons as 8 fourcodon families and 32
codons as 16 twocodon subfamilies can be regarded as
the most significant signature of the hierarchical struc-
ture of the genetic code [7, 2]. According to the long-
standing hypothesis, the code degeneracy is related to
the noise immunity of genetic information, in particular
error-detection and error-correction.
The genetic code is almost universal across all life forms,
and this universality is attributed exclusively to the stan-
dard genetic code (SGC), which is implicitly assumed
to have been carried by LUCA [6]. The SGC has only
two single exceptions to the general degeneracy pattern
where the codon families in 2∗ are not divided as 2+2
codon subfamilies but as 3+1 and 2+1+1, which is why
the set 2∗ is more generally defined as the non-4-fold de-
generate codon half (the set 4̄∗). However, the ”ideal” de-
generacy pattern is found in some nonstandard genetic
codes, which emerged by minor variations of SGC in the
post-LUCA epoch. One such is the vertebrate mitochon-
drial code (VMC), which is the most symmetrical (e.g.,
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satisfies 4̄∗ ≡ 2∗) and, therefore, it is occasionally hy-
pothesized that the VMC-like codes were characteristic
for the pre-LUCA or early LUCA epoch.
One of the approaches to understand the genetic code is
an ultrametrics which enables the description and analy-
sis of information with a complex, discrete, and hierarchi-
cal structure by defining informational order and similar-
ity. An ultrametric distance is the main description tool,
defined as the distance that satisfies the strong triangle
inequality d(x, y) ≤ max{d(x, z), d(z, y)}, ∀z, while a met-
ric space endowed with such a distance is an ultrametric
space. The most elaborated and informative ultrametric
spaces are with the p-adic distances dp(x, y) = |x − y|p,
where p is a prime number and |x|p = p−k is the p-adic
norm of a non-zero number x, defined as the highest pk

dividing x, while |0|p := 0. p-Adic modeling of the ge-
netic code and genome [3] is given by introducing the
p-adic codon space Cp and p-adic amino acid space Ap

as subsets of the set Z of usual integer numbers where
the measure of codon-codon similarity and codon-amino
acid assignment closeness expressed as the distance
between the corresponding p-adic integers. For the 5-
adic model, the degeneracy pattern or Rumer’s 4∗/4̄∗

(or 4∗/2∗) division of codon space can be described by
specifying the 4-fold degenerate codons by the smallest
5-adic distance 1

52 , while the 2-fold degenerate codons
by both 1

52 of 5-adic distance and 1
2 of 2-adic distance

[3, 4, 5]. All properties of p-adic numbers cannot be rep-
resented in Euclidean space whose geometry is based
on the usual absolute value. p-Adic numbers express a
scale-invariant (self-similar) structure as a consequence
of the power-law behavior of p-adic distances, so they
are often illustrated as a tree, dendrogram, or fractal. By
using 1-, 2-, or 3-component digit vectors, it is possible
to represent a p-adic distance by the usual Euclidean
distance and a p-adic set as a linear, planar, or spatial
model (e.g., Sierpinski-like tetrahedron) [10]. Therefore,
the Euclidean representations that are naturally derived
from the 5-adic genetic code model [9, 5] may coincide
with some other genetic code models although they were
not originally defined by the p-adic approach.
Another remarkable feature of the degeneracy pattern
of SGC is the regular distribution of nucleon numbers,
both at the amino acid and nucleobase levels, predom-
inantly in the form of the multiplies of decimal number
37 [12]. Among the numerous arithmetical regularities
[12], Rumer’s 4∗/4̄∗ division most consistently reflects
the 37 divisibility compared to other divisions of SGC,
while SGC compared to nonstandard genetic codes [9].
Such an uncommon phenomenon primarily indicates the
need to demarcate whether these regularities are the ac-
cidental occurrences or the results of a globally acting
ordering process inherent to some multiscale phenom-
ena. Supporting evidence for some multiscale phenom-
ena follows from the relation of the number 37 to the
golden mean Φ and its multiplicative inversion ψ. Sim-
ple modification of Φ, φ-polynomials gives the irrationals,

Ψ and ψ, which integrate the self-similarity and the scal-
ing by powers of 10, i.e., Ψψ = 10 and Ψ− ψ = 1, where
Ψ2ψ = 10Ψ = 37.015 . . . ≈ 37. Values Ψ and ψ also
satisfy two basic relations:
(i) [10Ψ] + [10ψ] = 37 + 27 = 64 = [10(Ψ + ψ)] and
(ii)

[
10Ψ2

]
−

[
10ψ2

]
= 137− 73 = 64 =

[
10

(
Ψ2 − ψ2

)]
,

where the function [ · ] rounds to the nearest integer [8, 9].
This approach revealed that a nucleon number distribu-
tion in SGC is as follows: (a) Rumer’s division exactly
satisfies the relation (ii), (b) so-called Gamow’s division
closely satisfies the relation (i), and (c) the average nu-
cleon numbers are very close to 10Ψ2 ≈ 137 for the total
amino acid set, 100Ψ ≈ 370 for the total DNA codon set
and consequently 10

(
Ψ2 + 10Ψ

)
= 10Ψ3 ≈ 507 for both

sets (valid only for the reduced codon spaces of SGC by
3 termination codons) [9].
All of these approaches can contribute to a better under-
standing of the universal properties of life and the under-
lying physics that governed and shaped life, what is the
necessary condition for modeling the origins of life.
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Summary
The creation of new memories and the possibility to con-
sciously retrieve them is a complex feature occurring
within networks in the brain.
From a theoretical point of view, memories can be re-
garded as attractor states: network dynamics lead to one
or another attractive configuration of activity, depending
on the initial condition, i.e. one or another memory is re-
trieved depending on the initial cue given by the external
agent, e.g. a sensory percept, or another memory [1].
The attractors (i.e., the memories) are stored in the con-
nections between the units, in neuronal terms they are
stored in the synaptic strengths.
A real neuron gets activated and elicits a spike when the
sum of the inputs it receives from other neurons outdo
a threshold, when a neuron spikes it provides inputs to
all neurons connected to it, each weighted by a specific
synaptic strength.
In a model, the ability of a network to store memories
depends on the states each unit can take as well as on
the way different attractors are learned, i.e. the way the
connectivity matrix of the ‘synaptic’ weights is organized.
The Hopfield model has been influential in explaining
how a network of binary units can store un-correlated
memories and retrieve them separately [2]. The stor-
age capacity of the Hopfield network was derived for two
learning strategies in [3] and [4]. Amit, Gutfreund and
Sompolinsky assumed a Hebbian rule to learn the con-
nections, Elisabeth Gardner assumed optimality in the
connectivity matrix. Hebbian associative learning is a key
neuroscience paradigmatic that has led to a simple for-

mula, or ‘learning rule’ to specify the weights of a neural
network that has stored memories.
In [5] Treves introduced threshold-linear units and derived
the storage capacity when they are arranged in a Hop-
field network connected by Hebbian weights. Threshold-
linear units describe a more realistic behavior of neuronal
responses as compared to binary units.
We took up again the Gardner approach and applied it to
Hopfield networks with threshold-linear units, we derived
the maximal storage capacity for uncorrelated attractors
and its dependence on the activity level [6].
Recent experimental results with spatial memory tasks
have shown correlated attractor states, which challenge
the applicability of a simple Hebbian learning rule. Fur-
ther extensions of our calculations in the case of corre-
lated attractors will enable an approach to understand
these new results.
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Summary
Since the early ages art has been involved with rituals
of healing and different kinds of interacting with nature
or divine forces. Today, music in particular is a discipline
which can be applied in different fields such as educa-
tion, social services as well as medicine and psychother-
apy [1, 12]. Music is recognized as a powerful way for
giving support and fostering recovery from complications
in patients suffering from a wide variety of neurologic dis-
eases [2]. But, not only neurologic diseases have been
treated with music therapy.
Some evidence for music therapy shows that it can im-
prove medical outcomes and quality of life in different
ways. Some of them are: improving invasive procedures,
restoring lost speech, reducing side effects of cancer
therapy, pain relief, improving the quality of life for de-
mentia patients. In fact, there are more studies which
show that music therapy can help to recall memories and
assist communication, or even can be used as a diag-
nostic assessment tool [3]. Some interesting case stud-
ies might indicate that some kind of changes in behaviour
can be treated as indicators for some kind of disease but
also put a light on the emergence of different kinds of
creativity [4].
For example, there was the case of cell biologist Anne
Adams who started to paint in her middle age. At
some point, she became obsessed with Maurice Ravel’s
“Bolero”. This famous repetitive composition inspired her
to put an elaborate visual rendition of the song to canvas.
But, when Anne Adams completed Unravelling Bolero,
her brain was starting to be affected by neurodegener-
ative disease called primary progressive aphasia. She
was diagnosed and referred to Dr. Bruce Miller, who has
shown that some patients with progressive aphasia de-
velop a passion for creating art.
A group of neurologists led by Dr. Miller and William See-
ley claim that their scientific search suggests that struc-
tural and functional enhancements in non-dominant pos-
terior neocortex may give rise to specific forms of visual
creativity that can be liberated by dominant frontal cor-
tex injury. Miller suggests that these areas may have
sprouted new neural connections in Anne’s brain as her

language centers began to deteriorate [4].
Surprisingly, Ravel also suffered from a brain disease
with identical symptoms. He composed “Bolero” when
he began to show signs of his illness with spelling errors
in musical scores and letters [5].
Dr. Miller claims that Anne’s figures are arranged in an
orderly manner like the music, countered by a zigzag
winding scheme. The transformation of sound to visual
form is clear and structured. We can conclude that cre-
ativity is a complex process, even if the precise mech-
anisms are still unknown. These precise mechanisms
should include the way our brain perceives and interprets
the signals in terms of self-organization and complexity
[6, 10, 11]. This makes an interesting case for neuroaes-
thetics, which includes the examination of information-
processing models in neural architecture and it’s rela-
tion with emotional and cognitive processes [7]. Using
neuroimaging techniques allows documentation of which
brain areas are active in creating and perceiving art [8].
These plastic brain changes are correlated with the sig-
nal processing model of aesthetic perception indicating
capability of its computational foundation [9]. Neuroaes-
thetics, therefore, has an impact not only to education,
psychology of art and creativity but to science and thera-
peutic practices as well.
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